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A B S T R A C T

Oticon Intent™ takes another big step in optimising listening 
support for people with hearing loss – especially when listening 
in noise. This whitepaper goes through two major innovations in 
MoreSound Intelligence (MSI) 3.0: 4D Sensor technology and 
new Deep Neural Network (DNN) 2.0. The 4D Sensor technology 
estimates the listening intention of the user in a given situation 
and environment by combining signals from a new motion 
sensor and acoustic sensors. This combined information allows 
improved utilisation of the help-in-noise system to provide the 
appropriate help based on the user’s intentions in the specific 
listening situation. Additionally, the new DNN 2.0 has 
undergone improved training resulting in superior noise 
suppression compared to previous Oticon hearing aids. We also 
present technical evidence that shows that Oticon Intent 
outperforms Oticon Real. Whereas traditional technology can 
only provide a fixed level of support within a given sound 
environment, Oticon Intent provides listening support based on 
the user’s listening intent, offering a 5-dB span of adaptation. 
Results also show that Oticon Intent provides 35% more access 
to speech cues than Oticon Real and is better at attenuating 
background noise and preserving speech details, resulting in a 
clearer sound scene for the user. Altogether, Oticon Intent 
shows superior performance in noisy environments. It provides 
the appropriate amount of support for the users when they 
need it the most.
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Despite advancements in signal processing strategies 
in modern hearing aids, people with hearing loss still 
encounter challenges in understanding conversations 
in noisy environments. Traditional technology adjusts 
the level of support based on the acoustic complexity 
of the environment. However, the need for improved 
assistance in complex listening situations remains an 
area that requires further development (Picou, 2020).

Oticon Intent™, based on the new Sirius™ platform, 
introduces technology which for the first time brings 
the user’s intention into play when processing sound. 
Integrated in MoreSound Intelligence™ 3.0 (MSI 3.0), 
this technology – 4D Sensor technology – combines four 
different types of sensor-input used by the hearing aid 
to understand and act on the user’s listening needs. The 
four sensor-inputs are: head movement, body move-
ment, conversation activity and acoustic sound scene 
analysis. Besides the new 4D Sensor technology, Oticon 
Intent utilises a second generation Deep Neural Network 
(DNN 2.0) for even more clarity and contrast in difficult 
environments. This enables Oticon Intent to offer a 
targeted listening support by predicting the user’s lis-
tening intent, which is a more comprehensive approach 
to the user’s needs than only using the acoustic com-
plexity of the environment and simple movement detec-
tors to disable directionality. This  paper will take you 
through the technical aspects and evaluation of MSI 3.0 
including the new 4D Sensor technology and the DNN 
2.0. 

MoreSound Intelligence 3.0 processing 
MSI 3.0 serves as the help-in-noise system in Oticon Intent. 
This section describes each part of the processing fl ow 
in MSI 3.0 (Figure 1) and consists of a brief introduction 
to the flow, followed by some details on each 
component. 

Overview of the MSI 3.0 processing flow
The processing fl ow in MSI 3.0 begins with the Wind & 
Handling Stabilizer which receives the sound from the 
2 microphones, cleans the signal, and removes uncom-
fortable and disturbing noises as needed. For example, 
the noise created by wind blowing over the microphone 
openings or handling noise from fi ngers or hair brushing 
against the microphone openings.

The next part of the fl ow is the 4D Sensor technology. 
This part processes information about sounds in the 
environment, the user’s head and body movements, and 
their conversation activity. This new input, together 
with input from the level and SNR detectors, already 
known from existing versions of MSI, is analysed, com-
bined, and used to determine how the remaining parts 
of the help system should process the sound scene. The 
analysis is designed to determine the user’s intention in 
the given situation and to ensure correct handling of the 
incoming sound based on their needs. Additionally, it is 
designed to engage more or less support depending on 
whether the environment is more challenging (Diffi  cult 
path) or less challenging (Easy path) for a specifi c user. 
The amount of engagement is personalised and defi ned 

Figure 1. Overview of the processing flow in MoreSound Intelligence 3.0.
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by the Oticon Genie 2 software. Within this personalised 
range, the output of the 4D Sensor technology will con-
fi gure the help according to the complexity of the situ-
ation and the intention of the user. 

In  the Easy path, Virtual Outer Ear recreates the spatial 
cues otherwise lost when the hearing aid is placed 
behind the ear. Next DNN 2.0 handles diffuse noise 
sources to increase clarity and user comfort.

In the Difficult path, Intent-based Spatial Balancer 
handles distinct and spatially separated sound sources 
and delivers optimal clarity and contrast between speech 
and other sound sources. Then, processing by DNN 2.0 
handles the remaining diffuse noise sources while fur-
ther optimising contrast and clarity. All of this happens 
while still providing access to sounds all around.

Sound Enhancer is the final part of the MSI 3.0 process-
ing flow. It runs adaptively on the noise-suppressed 
signal and ensures the presence of subtle details in the 
frequencies important for speech appropriate for the 
user.

The following sections will go a bit more into details 
about each part of MSI 3.0.

Wind & Handling Stabilizer
Wind & Handling Stabilizer (WHS) detects and prevents 
wind and handling noise from entering the sound pro-
cessing in the hearing aid.

Blowing wind creates turbulence which is detected as 
it moves across the hearing aid microphone. This tur-
bulence causes unacceptable noise in the hearing aid, 
similar to blowing air across a handheld microphone.

WHS monitors for the presence of uncorrelated noise 
created by wind or handling in each hearing aid micro-
phone and determines which microphone is receiving 
the most noise. WHS monitors for changes in the pres-
ence of wind and handling noise 500 times/second, as 
the detector is constantly active. The attenuation for 
wind and handling noise is dynamic, meaning it is only 
active when wind or handling noise is detected. For all 
situations, other than direct wind and handling, the 

system uses both microphones across the whole range 
of frequencies. However, when wind is detected shut-
ting down one microphone is preferred. The microphone 
receiving less noise is prioritised and the microphone 
with more turbulence is deactivated momentarily. WHS 
shuts down one microphone only in the time and fre-
quency intervals needed, while simultaneously ensuring 
that the dual-microphone input signal is retained as 
much of the time and in as many frequency channels as 
possible. 
Traditional wind noise management systems are effi-
cient at attenuating wind noise in the low frequencies 
up to around 1500 Hz which ensures user comfort. 
However, an additional advantage of WHS is the precise 
and efficient attenuation of wind noise in frequencies 
above 1500 Hz, which is significantly improved compared 
to previous wind management systems.

For more information on WHS see Oticon whitepaper 
Gade et al. (2023).

Sensor technology 
Hearing aids have been able to detect information about 
environmental sound levels and signal-to-noise ratio 
(SNR) for many years. This information is used to deter-
mine how to process the sounds around the user. Thus, 
users with the same settings in Oticon Genie 2 were 
given the same processing and same help in the same 
environment no matter their listening intentions. This 
is changed with Oticon Intent with the added 4D Sensor 
technology – see detailed description in ‘4D Sensor 
technology’ further below.

Virtual Outer Ear
Being able to localise sound sources in the spatial envi-
ronment is an important ability which becomes more 
diffi  cult when hearing loss is present (Akeroyd, 2014). 
We all have diff erent ear sizes and pinna shapes, and 
sound will therefore be modifi ed in diff erent ways when 
it enters the ear canal, depending on the anatomy of the 
ear. For example, due to the shape of the outer ear, some 
people will have more or less frontal focus than others. 
When we place the hearing aid microphones behind the 
ear, the ability to utilise the natural spatial cues provided 
by the pinna is eliminated. This ability needs to be recre-
ated by signal processing in the hearing aid.
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Virtual Outer Ear (VOE) and Intent-based Spatial Balancer 
help recreate this spatial sensation in easy and diffi  cult 
environments, respectively. VOE contains three diff erent 
true-to-life pinna models that recreate spatial cues that 
help the user recreate spatial awareness in easy 
environments.  

In recent studies  where we characterised 130 sets of 
ears, we found that most people get a natural amplifi ca-
tion of around 0.5-1 dB in the 2-5 kHz area from the outer 
ear. Based on these characteristics we created a pinna 
model that is as natural and accurate as possible. Our 
measurements show that the eff ect the pinna has on 
sound can vary between ears. This implies that sound 
perception is dependent on outer ear anatomy. To account 
for individual diff erences, the VOE has three diff erent 
settings with slightly more or less frontal focus. These 
can be set in the Oticon Genie 2 fi tting software according 
to user preference. The slightly more frontal focus is 
created by a slight frequency-specifi c reduction in level 
from the back, while the one with more awareness allows 
the user to perceive more sounds from the back.

Intent-based Spatial Balancer
Intent-based Spatial Balancer is a more powerful feature 
than VOE when it comes to difficult environments. 
Intent-based Spatial Balancer quickly balances distinct 
sound sources in the environment by using both an 
omnidirectional signal and a back-cardioid signal from 
the two microphones. The omnidirectional signal pro-
vides all the sounds in the sound scene including frontal 
sounds. The back-cardioid signal does the same but 
excludes frontal sounds. The two signals are constantly 
compared to define precision placement of noise 
sources. Intent-based Spatial Balancer uses a minimum-
variance distortion less response (MVDR) beamformer 
to create the optimal balance for the given sound scene 
by creating bigger contrast between meaningful and 
less meaningful (often noise) sounds.

Intent-based Spatial Balancer increases the SNR by 
suppressing individual noise sources (by reducing the 
level in the direction with the noise source), placing 
them in the background and thereby creating a balanced 
sound scene. 

For more information on VOE and Spatial Balancer see 
Brændgaard (2020).

Deep Neural Network 2.0
DNN 2.0 is trained to recognise what should be empha-
sised (sounds of interest with a lot of information) and 
what should be less noticeable (sounds of less interest 
with less information). The training has been improved 
to create better clarity and contrast between sound 
sources. The detailed description of the improved train-
ing is described in the section ‘New generation DNN’ 
further below.

Sound Enhancer
Normally the maximum effect of a noise suppression 
system is a compromise that works reasonably well for 
most  users. The sound processing in the hearing aid 
needs to make sure that the user can handle environ-
mental sounds while retaining the overall feel of the 
sound scene.

Sound Enhancer provides dynamic sound detail when 
noise suppression is active and allows output to be 
individualised via three distinct sound profile settings. 
The settings are designed to enhance noise suppression 
or clarity of speech or in the default, Balanced setting, 
a combination of these. In all settings Sound Enhancer 
provides added detail in the 1-4 kHz range which are 
the primary frequencies for speech sounds.

For more information on Sound Enhancer see 
Brændgaard (2020).

The new technology in Oticon Intent 

4D Sensor technology
Oticon Intent introduces the 4D Sensor technology which 
includes new sensors to the help-in-noise system while 
retaining the traditional level and SNR detectors to deter-
mine the sound environment. This new 4D Sensor tech-
nology provides input from four dimensions: body 
movement, head movement, conversation activity, and 
acoustic environment. This information is used to deter-
mine the user’s listening intention in a given moment. 
The interpretation of the user’s intention is used by the 
remaining part of  MSI 3.0 and ensures that appropriate 
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help is provided in each unique listening situation accord-
ing to the user intention. This section describes the dif-
ferent sensors.

Motion sensor
Studies have found that listeners tend to orient their 
bodies in a certain way in communication situations 
(Hadley et al., 2019, 2020; Hadley and Culling, 2022) and 
that our listening intentions are shown by head and body 
movements (Higgins et al., 2023). By adding motion sen-
sor data to the environmental data also collected by the 
hearing aid, sound processing and applied help can happen 
on a much stronger foundation and better support how 
the brain makes sense of sound (Bianchi/Eskelund et al., 
2024).

The hearing aid has a built-in accelerometer to detect 
head and body movement of the user accounting for two 
of the four dimensions. The accelerometer is a small and 
power-effi  cient motion sensor, which makes it an optimal 
choice for use in a hearing aid.

The accelerometer measures acceleration of the user’s 
movements. The faster and more vigorous the movement, 
the bigger the impact on the accelerometer. The accel-
erometer measures movement along three diff erent axes: 
X, Y, and Z (see Figure 2). 

The accelerometer is calibrated based on the placement 
on the ear which makes it important that the hearing aid 
is placed correctly. The tracking of the user’s movements 

done by the accelerometer is used in the interpretation 
of the user intent: 

•  Movement on the Z-axis indicates full body motion 
(like walking and running) which can indicate aware-
ness of the surroundings is essential.

•  Movement on the X- and Y-axes indicates nodding and 
head turns which can indicate participation in a con-
versation with multiple people.

•  Limited movement on the X- and Y-axes means that 
the user is still, which can indicate that full attention 
is needed to participate in an intimate conversation. 

The type of motion together with the Conversation 
activity and Acoustic environment (described below) 
are combined to interpret the user intention. 

Conversation activity
Conversation activity is the third dimension in 4D Sensor 
technology. Conversation activity contributes to the 
determination of the user’s intention by detecting if 
speech is present. If there is no detectable speech in 
the frontal half plane, there is no ongoing 
conversation. 

Conversation activity is determined based on the 
detected modulation in the signal and the calculation 
of a signal-to-noise ratio (SNR) approximately within 
the SNR range where normal-hearing people can under-
stand speech.

Figure 2. The three axes – X, Y, and Z – measured by the motion sensor.
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Again, this analysis is used to interpret the user 
intention.

Acoustic environment
The fourth dimension in the 4D Sensor technology is 
Acoustic environment. This sensor is part of the system 
to ensure help is provided in the environments where 
it is needed. In easy environments, with low noise levels 
and good SNR, people normally communicate fine with-
out any additional help from the hearing aid besides 
amplification. 

This sensor detects sound levels in dB SPL. The deter-
mination  of whether a sound environment is easy or 
difficult is individualised by the settings in Oticon Genie 
2. These settings accommodate the user’s unique sense 
of easy or difficult communication environments. The 
settings are personalised based on the personalisation 
questions or the Audible Contrast Threshold (ACT™) 
value as an assessment of speech in noise abilities of 
the individual. Depending on the overall sound pressure 
level the sensor promotes the noise suppression system 
to provide additional noise suppression or it does not. 
The threshold for engaging additional noise suppression 
falls between about 45 and 60 dB SPL depending on 
the personal setting. The maximum effect is seen 
between about 62 and 72 dB SPL again depending on 
the personal setting. 

4D Sensor technology outcome
The sensors constantly monitor movements, conversa-
tion activity, and sound in the environment to provide 

the correct input to the system. Each sensor brings the 
result of their own analysis. These are combined to form 
a single refined set of parameters for the remaining 
features in MSI 3.0 (Intent-based Spatial Balancer and 
DNN 2.0) to act upon. This sets the level of support 
required by the user intent and the sound environment 
(see Figure 3). The help system provides the appropriate 
amount of help as different support is needed from the 
hearing aid depending on what the user is doing in the 
specific situation. When the user is, for instance, navi-
gating the room, more awareness of the surroundings 
is useful, when participating in a dynamic group con-
versation, it is important to jump in at the right time, or 
when engaging in an intimate conversation, full atten-
tion is focused on the conversation partner. Irrespective 
of the interpreted intention and the help provided, 
sounds from all directions are available at all times, but 
the balance between different sounds can vary.

The system performs an adaptation of support where 
it transitions slowly and smoothly within the range 
without any jumps between fixed modes  to ensure clear 
and comfortable sounds for the hearing aid user. The 
range in which the help system can transition depends 
on the individual settings chosen in Oticon Genie 2 and 
on the sound environment. 

Figure 4 shows the hearing aid SNR enhancement in dB 
measured with default settings. The range within which 
the adaptation of support provided by the 4D Sensor 
technology can transition is depicted as the light blue 
area. The range of output SNR enhancement on the 

Figure 3. The process of the 4D Sensor technology: The 4D sensors gather input in the four dimensions, the input is 
evaluated to interpret the user intention and combined into a single set of parameters which define the appropriate 
amount of help for the remaining features in MSI 3.0 to act upon.
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vertical-axis (more contrast between speech and sur-
rounding sounds vs. more awareness of surrounding 
sounds) varies as a function of input SNR on the hori-
zontal-axis (complexity of listening environment). The 
provided help depends on the user’s intentions as inter-
preted by the analyses of head and body movements, 
conversation activity, and acoustic environment. The 
dark blue solid lines reflect the maximum and minimum 
adaptation of support. The blue dotted line is the curve 
corresponding to the same default settings in Oticon 
Genie 2 but with sensor technology Off, hence, disre-
garding user intent. 

For more explanation on the measurements presented 
in Figure 4 see the section ‘Larger adaptation of support 
to individual listening needs’ further below.

Fitting with 4D Sensor technology
4D Sensor technology is available in the General and 
Speech in Noise programs when fitting in Oticon Genie 
2. For 4D Sensor technology to be available, the adap-
tive functionality in MSI 3.0 must be activated. The 
adaptive functionality and the sensor technology are 
both on by default.

New generation DNN  
The structure of a DNN is inspired by how our brain is 
organised, namely the neurons and their corresponding 
synapses. The neural network uses the iterative learning 
from a huge quantity of real-world data to learn about 
sound and how to process it. The iterative learning of 
the DNN replaces the old ways of processing sound 
which were based on a strict set of pre-established, 
man-made algorithms. Our DNN approach takes sound 
processing and noise handling out of the lab and into 
the real world. 

Neural networks are based on deep learning algorithms. 
Deep learning algorithms take large amounts of data, 
referred to as training samples, and develop a system 
that can learn from them. The uniqueness of neural 
networks stems from their architectural similarity to 
the brain. Within neural networks, there is a basic unit 
called the neuron. A neuron’s purpose, much like a relay 
neuron in the brain, is to receive information, store it, 
and finally pass it on to the next neuron. A group of 
neurons form a layer. Multiple specialised, interlinked 
layers form the neural network consisting of an input 
layer at the start, hidden layers in the middle, and output 
layer at the end. 

Figure 4. SNR enhancement measured in Oticon Intent and Oticon Real with default settings. The light blue area 
shows the adaptation of support as a flexible SNR enhancement with sensor technology On in Oticon Intent, and the 
blue dotted line shows the fixed SNR enhancement with sensor technology Off in Oticon Intent. The grey dashed line 
shows the fixed SNR enhancement in Oticon Real.

Ou
tp

ut
 S

NR
 e

nh
an

ce
m

en
t (

dB
)

Input SNR (dB)

More complex listening environment 

-10
0

2

3

1

4

5

6

7

8

9

10

11

Oticon Intent, 4D Sensor 
technology ON

Intimate 
conversation

Navigating 
the room

Oticon Intent, 4D Sensor 
technology OFF

Oticon Real

-5 0 5 10 15

More contrast 
between speech 
and surrounding 

sounds

More awareness 
of surrounding 

sounds



PAGE  8 WHITEPAPER  – 2024 – 4D SENSOR TECHNOLOGY AND DEEP NEURAL NETWORK 2.0 IN OTICON INTENT™

The output layer produces a result that is an acoustic 
signal that we can hear. This is the most basic class of 
neural networks. The input and output layers have 24 
neurons corresponding to the 24 processing channels. 
Noise suppression is applied adaptively according to 
input from the different sensors mentioned 
previously. 

DNN 2.0 is the new generation of deep neural network 
developed with completely new training rounds. To give 
insights into how the new training was performed this 
section will review the four steps in the training process. 
The steps are as shown in Figure 5: Input (A) – the DNN 
receives the input on the sound scene, Forward propa-
gation (B) – the DNN processes the sound scene, Output 
(C) – the DNN produces the audible output, and Backward  
propagation (D) – feedback is provided for further 
improvement of the processing in the DNN. 

Our goal was to train the DNN on sound scenes so that 
it could solve the task of balancing sound sources by 
preserving cues and attenuating noise. The large amount 
of data needed for this training was recorded in different 
sound scenes across a wide array of listening environ-
ments representing sound scenes that listeners would 
typically be exposed to in their everyday lives. We used 
a specialised spherical microphone, capable of capturing 

360 degrees of sounds to provide the DNN with a spa-
tially accurate and detailed sound scene and to train it 
on the full sound scene. 

Compared to the training of the previous generation 
DNN steps A, C, and D in the training process were 
improved, which leads to improvement of step B. 

During the input step (A), neurons receive information 
of one sound scene and store them. The sound samples 
used for training of DNN 2.0 are more diverse than the 
ones used for training of the previous generation DNN. 
DNN 2.0 training primarily used complex sound scenes 
to ensure a better response to the sound environments 
the DNN will have to process in the real world.

Next, forward propagation (B) takes the data input from 
each neuron and passes it on to the next layer. The 
volume of information passed on is dependent on the 
inter-neuron connection strength. DNN 2.0 has 24 chan-
nels in the input and output layers as does the rest of 
the processing scheme in MSI 3.0. What happens in this 
step is defined by the DNN, and it is working with no 
restrictions from the developers. So, by providing new 
training rounds with updates to the other steps in the 
training process this step automatically gets updated. 

Input

Figure 5. The flow in the training of a DNN. See text for explanation.
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After the forward propagation step is complete, DNN 
2.0 makes an output prediction (C) of the sounds it 
determines should be enhanced or suppressed in the 
sound scene. This output is analysed and compared to 
a desired target: a real sound scene. The analysis is 
made in 256 channels (compared to 24 channels for the 
previous generation DNN) to ensure that every mistake 
made in the processing by DNN 2.0 during training is 
captured and corrected. The comparison to the target 
is performed using improved definitions of training 
parameters which emphasise preservation of speech, 
attenuation of noise, minimisation of loss of energy 
from speech-like sounds, stable gain, keeping all sounds 
clear and undistorted, and that DNN 2.0 only activates 
when necessary, as indicated by the HCP during fitting 
(or by the Oticon Genie 2 default settings). 

As the final step in the process, we teach DNN 2.0 to 
learn from its mistakes and adapt. This action drives the 
process of backward propagation (D), in which DNN 2.0 
tweaks the individual connections between neurons to 
better suppress the correct sounds. The process is iter-
ated for all sound scenes until a plateau is reached. The 
whole training process is then repeated with new sound 
scenes. This process teaches DNN 2.0 to identify the 

features of each sound and to better distinguish 
between them. Over time, DNN 2.0’s ability to emphasise 
and suppress meaningful and non-meaningful sounds 
improves.

For a more detailed description of the construction and 
training of a DNN see Brændgaard (2020) and Andersen 
et al. (2021).

DNN 2.0 is improved compared to the previous genera-
tion DNN. It produces a clearer output while preserving 
more of the original cues. Due to the increased 256-chan-
nel analysis in the training process, DNN 2.0 can also 
provide more attenuation (up to 12 dB in difficult envi-
ronments) without introducing distortion to the sound. 
For more information on the benefits of DNN 2.0 see 
the section ‘Testing the upgraded DNN’ further below.

DNN 2.0 is prescribed in Oticon Genie 2 under the Neural 
Noise Suppression section. The default setting is set to 
2 dB for Easy environments and 10 dB for Difficult envi-
ronments. The settings can be personalised together 
with other MSI 3.0 settings based on the personalisation 
questions or the Audible Contrast Threshold (ACT) value 
(Santurette & Laugesen, 2023) or based on client input 

Figure 6. Measurement set-up with a target talker from the front and interfering talkers mixed with speech-shaped 
noise (SSN) from the sides.

Male target talker
(HINT sentences) 65 dB SPL

1 masker
talker + SSN

1 masker
talker + SSN
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and needs. The possible settings are 0, 2, 4, and 6 dB 
for Easy environments and 6, 8, 10, and 12 dB for Difficult 
environments.

Technical evaluation of Oticon Intent
To assess the performance of Oticon Intent, we con-
ducted a systematic technical evaluation and compared 
it to our premium legacy device, Oticon Real. The primary 
goal was to evaluate the hearing aid’s capability to pro-
vide listening support for speech in complex listening 
situations. For this purpose, we set up a controlled test 
procedure in an acoustically treated sound studio in 
which we simulated an intimate conversation. This 
involved positioning a head-and-torso simulator (HATS) 
at the centre of the room, 1.6 meters away from a loud-
speaker (0°) reproducing a target speech signal. 
Additionally, two loudspeakers were placed at 100° and 
260°, as illustrated in Figure 6, and served as maskers. 
The masker loudspeakers presented interfering talkers 
mixed with stationary speech-shaped noise (SSN). The 
target was consistently played at 65 dB SPL, while the 
sound of the maskers varied from 50 to 75 dB SPL   . This 
enabled us to explore a range of listening scenarios from 
very simple to very complex. 

We recorded speech-in-noise signals using the HATS 
wearing either Oticon Intent or Oticon Real. We used 
closed micro moulds fitted to the HATS’ ear canal to 
minimise interference from sounds not processed by 
the hearing aid. Both hearing aids were adjusted to 
compensate for a moderate hearing loss based on the 
N3 standard audiogram (Bisgaard et al., 2010), for an 
adult with long-term experience set in Genie 2. All fea-
tures were maintained at their default, prescription-
based configurations, except for feedback management 
and binaural link which were deactivated. This was 
needed due to the highly specialised recording methods 
used and discussed below. Additionally, linear amplifica-
tion was used to ensure that the results reflect the 
effect of MSI only. We examined the HATS recordings 
to investigate the hearing aid performance on the 
following: 

Help in noise: We used output SNR measurements to 
quantify the contrast created between speech and noise 
to evaluate the hearing aid’s effectiveness in enhancing 
speech clarity while reducing disruptive noise.

Access to speech cues: We used an objective speech 
intelligibility metric to quantify access to speech cues 
and spectrogram analysis to examine the hearing aid’s 
ability to preserve speech details in the presence of 
noise.

Larger adaptation of support to individual 
listening needs
Oticon Intent with 4D Sensor technology can now 
address the user’s listening needs across a broader range 
of listening situations by providing a more pronounced 
contrast between the desired signals and background 
noise. We evaluated this enhancement using output 
SNR measurements. The output SNR was calculated 
using the phase inversion method by Hagerman & 
Olofsson (2004). The SNR was then weighted across all 
frequency bands using Speech Intelligibility Index 
weights (ANSI S3.5, 1997) corresponding to each band’s 
centre frequency before computing the output SNR.

The output SNR was measured for Oticon Intent with 
4D Sensor technology both On and Off, as well as for 
the previous generation premium device, Oticon Real. 
Figure 4 illustrates the output SNR enhancement for 
various input SNR levels, representing different com-
plexities in the listening environment. The results dem-
onstrate that Oticon Intent provides superior support 
to users, with an improvement of up to 5 dB compared 
to Oticon Real when having an intimate conversation in 
a noisy listening environment. When the 4D Sensor 
technology is deactivated, an improvement of up to 1.5 
dB (comparing the dotted blue curve and dashed grey 
curve in Figure 4) is mainly attributed to the updated 
DNN 2.0 on the new Sirius platform. The results pre-
sented in Figure 4 also highlight that Oticon Intent with 
4D Sensor technology enabled provides a larger adapta-
tion of support of up to 5 dB based on the user’s listening 
intent. A higher output SNR indicates improved speech 
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clarity, while a lower output SNR allows for greater 
access to surrounding sounds. Therefore, Oticon Intent 
can consistently provide users with the appropriate 
level of support and access to surrounding sounds within 
the same listening environment, whether engaged in 
an intimate conversation or navigating the room.

Let’s now examine in detail the results obtained at a 0 
dB input SNR in Figure 4. In this challenging listening 
situation, where the intensity of the target speech 
signal is equal to that of the background noise, Oticon 
Intent outperformed Oticon Real. This is illustrated in 
Figure 7, where it is shown that the output SNR for 
Oticon Intent is 5 dB larger when 4D Sensor technology 
is On and 1.5 dB when it is Off, compared to Oticon Real. 
These results highlight that Oticon Intent excels in mak-
ing the target signal stand out from the background 
noise, representing an enhancement in speech clarity 
that was found to significantly improve the user’s ability 
to understand speech (Bianchi/Eskelund et al., 2024).

More access to speech cues for better speech 
understanding
We used the Speech Intelligibility Index (SII) (ANSI S3.5, 
1997) to evaluate the impact of the output SNR enhance-
ments on speech intelligibility. The SII is a measure of 
predicted speech intelligibility and estimates the degree 
to which speech can be comprehended by taking into 
consideration the audibility of the speech signal. The 
SII is derived by weighting factors like the clarity of the 
speech signal, the presence of background noise, and 
the hearing ability of the listener. A higher SII value 
indicates an increased access to speech cues, indicating 
a greater chance of intelligibility.

Figure 8 shows the SII in % calculated at 0 dB input SNR 
for Oticon Real and Oticon Intent with 4D Sensor tech-
nology On and Off. The results show SII values for Oticon 
Intent of 58% when 4D Sensor technology is On and 
48% when it is Off. As a comparison, the SII calculated 
for a person with normal hearing thresholds without 
hearing aids would only reach a value of 40% in the 

Figure 7. Output SNR enhancement measured at 0 dB input SNR for Oticon Intent with 4D Sensor technology On and 
Off, and for Oticon Real.  
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same challenging situation . Compared to Oticon Real, 
the SII values obtained for Oticon Intent represent a 
substantial 35% relative increase in SII with 4D Sensor 
technology On and a 12% SII increase with 4D Sensor 
technology Off. Overall, these results demonstrate that 
Oticon Intent offers superior access to speech cues 
compared to Oticon Real, enhancing the user’s ability 
to comprehend spoken words and communicate more 
effectively. This leads to an improved overall listening 
experience, even in challenging environments. 

Better speech clarity and enhancement of speech 
details
To ensure optimal support for speech understanding, 
it is crucial that hearing aids accurately capture and 
preserve all details of the speech signal. This can be 
studied using a spectrogram, which provides a detailed 
time-frequency analysis of hearing aid recordings. 
Represented commonly as a heat map, the spectrogram 
illustrates the distribution of sound power (in dB) per 
frequency (on the vertical axis) across time (on the 
horizontal axis). In the spectrogram, the sound power 
magnitude is represented by brightness variations. Dark 

regions indicate low sound power (quiet areas) and 
bright regions indicate high sound power (loud areas).

We performed spectrogram analysis for a very demand-
ing scenario: an intimate conversation in the presence 
of noise and competing talkers at a 0 dB SNR. Here, we 
wanted to compare the ability to preserve speech details 
in Oticon Intent and Oticon Real. Figure 9 displays the 
spectrogram of a sentence in noise recorded at the 
output of Oticon Real (Panel A) and Oticon Intent with 
4D Sensor technology On (Panel B), as depicted in the 
experimental setup shown in Figure 7. Both hearing 
aids were fitted using default prescription settings. 
When comparing the spectrograms, it can be observed 
that Oticon Intent provides a greater reduction in noise, 
as more dark areas are visible in the spectrogram 
between speech elements across the frequency range. 

Additionally, the speech signal can be identified more 
clearly  in the spectrogram obtained for Oticon Intent. 
Note for example the finer, more precise representation 
of the harmonics of the vowel “a” and a better preserva-
tion of its frequency content for Intent in Panel B. Hence, 

Figure 8. Speech intelligibility index measured at 0 dB input SNR for Oticon Intent with 4D Sensor technology On and 
Off, and for Oticon Real.  
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Oticon Intent better preserves the speech details while 
reducing more background noise than Oticon Real, thus 
providing users with improved speech clarity.

Testing the upgraded DNN
Finally, we put DNN 2.0, a standout innovation of Oticon 
Intent, to the test. To conduct a fair evaluation between 
DNN 2.0 and the previous generation DNN 1.0, we 

isolated their effects by simulating their sound process-
ing using a 0 dB input SNR. Figure 10 presents spectro-
grams illustrating clean speech (Panel A) and speech in 
noise (Panel B) processed by the HA with gain only (MSI 
Off). Dark regions indicate low sound power (quiet 
areas), and bright regions indicate high sound power 
(loud areas), like Figure 9. The lower part of Figure 10 
shows how the two versions of the DNN process 

Figure 9. Spectrogram of the German sentence “Die Strasse war sehr befahren” (“The road was very busy”) recorded at 
0 dB input SNR for Oticon Real (Panel A) and Oticon Intent with 4D Sensor technology (Panel B). Dark regions indicate 
low sound power (quiet areas) and bright regions indicate high sound power (loud areas)
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different areas of the noisy speech signal when Neural 
Noise Suppression is turned on. The areas that are 
attenuated (red areas), preserved (white areas), and 
enhanced (blue areas) are illustrated for DNN 1.0 in 
Oticon Real (Panel C) and for DNN 2.0 in Oticon Intent 
(Panel D).

The comparison between Oticon Real and Oticon Intent 
reveals differences in noise suppression capabilities. 
The spectrogram for DNN 1.0 in Oticon Real (Panel C) 
shows that noise suppression is more limited beyond 
7.5-8 kHz than in Oticon Intent (Panel D). The contrast 
created between speech and noise is also larger with 
DNN 2.0 in Oticon Intent than with DNN 1.0 in Oticon 

Real: On the same scale, darker blue and darker red areas 
are visible in Panel D compared to Panel C. Moreover, 
some areas with speech information are not fully 
enhanced with DNN 1.0, while DNN 2.0 proves to be 
more effective in preserving speech details across the 
frequency range. As a result, the Intent spectrogram in 
Panel D mirrors the clean speech spectrogram of Panel 
A more closely. For example, see how the vowel “a” has 
a more consistent enhancement across frequency and 
the consonant “s” is enhanced towards higher frequen-
cies in Panel D than in Panel C.  Overall, DNN 2.0 thus 
provides better contrast between speech and noise as 
well as a more precise enhancement of speech details.
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Figure 10. Spectrogram of the English sentence “We also need a small plastic snake” simulated at 0 dB input SNR. Panel 
A shows the spectrogram of the clean speech signal. Panel B shows the spectrogram of the same speech signal in 
babble noise processed by the hearing aid without noise reduction. Panels C and D show the contrast between speech 
and noise created by DNN 1.0 (C) and DNN 2.0 (D) for the noisy signal shown in Panel B. In Panels A and B, dark regions 
indicate low sound power (quiet areas), and bright regions indicate high sound power (loud areas). Panels C and D show 
the time frequency areas that are attenuated (red areas), preserved (white areas), and enhanced (blue areas) by DNN 
1.0 and DNN 2.0, respectively.
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Conclusion
This whitepaper presented the two major technological 
advances  of MSI 3.0 in Oticon Intent, 4D Sensor technol-
ogy and DNN 2.0. 4D Sensor technology provides the user 
with better personalised support based on their listening 
needs in any given listening situation. DNN 2.0  provides 
better contrast between the target signal and background 
noise in the sound scene and better enhancement of 
speech details. 

The results of a technical evaluation clearly showed that 
Oticon Intent outperforms Oticon Real:

•  Oticon Intent with 4D Sensor technology provides an 
adaptation of support of up to 5 dB within the same 
sound environment based on the user’s listening 
intent.  

•  Oticon Intent provides up to 1.5 dB more output SNR 
than Oticon Real with the inclusion of the Sirius 

platform and the DNN 2.0, and a 5-dB increase in 
output SNR with the addition of 4D Sensor technol-
ogy. Hence, Oticon Intent provides users with better 
speech clarity and more contrast between speech and 
background noise.   

•  Oticon Intent gives 35% more access to speech cues 
than Oticon Real, providing users with clearer  sound 
scenes where the speech details are better preserved 
and more background noise is attenuated.

Now with added personalised support in every sound 
scene, these technical benefits empower users to more 
easily attend to and focus on the task of interest, as 
proven by the numerous BrainHearing benefits observed 
in clinical studies with hearing aid users (Bianchi/
Eskelund et al., 2024; Andersen et al., 2021; Alickovic 
et al., 2021).
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